29 December 2005:

The most important event is the rescheduling of the RHIC run in Spring 2006!

According to Jerome:

· Both rings cooled down by Feb 13th.

· Beam delivered to experiments around end of Feb.

· Total length: ~18weeks (from start of cryogenics) (so, until end of May…)

The schedule is considered to be aggressive and we’re expected to voice our concerns – however, I personally don’t see how it can be postponed while preserving the total duration (~18wk.) and not entering the summer increased LIPA rates period (that starts in June…?).

So, we need a very intense and focused effort to get ready by mid-Feb!
· HPSS:

· Data routing: Solaris client replaced.
· HTAR failure resolved. All OK.
· PFTP large directory problem:

· Still here.

· Scope of the impact unclear.
· Upgrade to 6.2 schedule: considering the RHIC run, the upgrade would just divert effort from many other pressing issues.
· Operational issues with HPSS 5.1 are progressively revealed:
· Ssmds dies unexpectedly – observed at ECMWF but not advertised initially. How many other 5.1 known issues will we encounter and what should then be the 5.1 reliability assessment? Would 6.1 help? Hardly if we consider its recent release. Which one is better 5.1 (more experience with but less supported) or 6.1 (more recent but mainstream support product)? No obvious answer.

· DCE problems (DCE client on core server disappears without obvious reason) – cleared by complete restart. Happened on Tue 12/27. IBM has no idea why.
· (single file) Purge unlocks took 15min (reproducible!). Why? Timeout?... still a mistery.

· Rumors talk about a patch (5.1.2) without a specific schedule. Main concern is 5.1’s position, relatively aside main developer interest.

· RHIC RUN READINESS:

· The most pressing issue now is readying HPSS for data taking before the end of January. Concerns:

· LTO3 integration. We have 20 LTO3 tape drives that we should integrate before data arrives. No major issue is expected.
· Disk cache: during past run at 50% busy time. It is expected to hold if we expect comparable rates.

· Servers: need more. Linux – lower cost hardware but new OS with undemonstrated support for critical features for HPSS (EtherChannel, FC LTO and disk support) versus AIX – higher cost hardware but reliable OS support for HPSS features. The cost difference might not be substantial but has to be thoroughly (and quickly) assessed.
· Network: the inter-mover traffic may increase substantially, especially after integrating the 20 new LTOs. Even with addition of new servers the 1Gb/s per server connections are insufficient. EtherChannel/ChannelBonding/Trunking is necessary considering the very large relative cost of 10Gb solutions. Bonding with Cisco and Linux was not done here before, even though references mention the possibility. This would require thorough testing.

· Any equipment or supplies purchase must be out by mid-Jan the latest.

· Considering the complexity of the issues and the extremely tight schedule A PLAN OF WORK SHOULD BE PREPARED BY NEXT MEETING. Maybe another, dedicated, meeting should be scheduled sometimes soon…
· Disk:

· All Panasas systems (except 2 realms) were relocated on private network.
· Problems with internal address management disrupted STAR services on Thu and Fri last week. The investigation helped by vendor’s expert revealed potentially serious deficiencies in the internal DHCP address management that can severely disrupt operations. Currently, the vendor has no solution to this “address leakage”.

· The problem is not related to the recent upgrade but was present in all previous versions. We have just magnified its effects when we did the network relocation. Nevertheless the problem creates severe operational risks (lack of clear procedure to recover lost/failed/replaced/power_cycled blade addresses)
· Due to the wide impact of Panasas’ disruptions over the extend of the farm, amplified by the hard mounting of DirectFlow accessed shares an alternative usage model was suggested:

· Employ round robin NFS served access, instead of the DirectFlow, using load balanced multiple director blades as NFS servers. Revert to automount to limit the impact of service disruptions.

· The potential high performance of DirectFlow was never exploited due to application, server and network limitations.

· DirectFlow requires hard mounting (automounting was tested unsuccessfully) which extends the impact of a service disruption to all Linux nodes. The recovery requires a module reload that needs all shares unmounted. Therefore any realm disruption will require an interruption on all the farm nodes, no matter the source.

· It is hoped that the NFS based model may reduce the destructive dependencies and even soften the link between client and server problems, to the point where no client intervention will be necessary to recover from a server incident.

· All the above must be demonstrated and testing is currently necessary. Can we start with BRAHMS? (due to its reduced scale)

· LDAP:

· No issues.
· Linux:

· Flocking:

· Not much usage.
· CRS:

· No issues.
· LSF & Condor:

· No issues.
· Network:

· No news.
· AOB:
· Bruce, Tom and I would like to thank you, all RACF staff, for the good work performed in 2005 and for the special efforts you made when the situation demanded it. To our liaison colleagues, we thank for their continuing support through good and difficult times, for their collegial understanding and for working with us to provide a better service.

· To all: Thank You and Happy New Year!
5 January 2006:

RHIC run schedule?

· HPSS:

· Operational issues? DCE instabilities? New problems?

· PFTP large directory problem?

· Patch 5.1.2 in sight?

· PLAN OF WORK  for RHIC RUN READINESS:

· LTO3 integration?

· Disk cache?

· Servers? How many more? Linux/AIX?
· Network? EtherChannel/ChannelBonding/Trunking?

· Equipment or supplies purchases?

· New issues?

· Disk:

· News on the address management problem?

· Other problems?

· Switch to NFS mounts? Testing? Progress? Experience? New issues?
· LDAP:

· New issues?
· Linux:

· Flocking?

· Usage? Metrics?

· ATLAS/RHIC compatibility – condor “nobody” ownership problem resolved?

· Finite grace period pool?

· New issues?

· CRS:

· New issues?
· LSF & Condor:

· New issues?

· Network:

· BRAHMS network problems? What? When? Where?

· New issues?

· General infrastructure:


· Given the RHIC run schedule when and how will we perform general infrastructure interventions??? Power relocation and expansion? Cooling? Wall redecoration?...

· AOB:
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