22 December 2005:
Issues from last week:

· HPSS:

· Full functionality restored? Work in progress:
· Data traffic through the gateway system --suspected cause: incorrect client.

· HTAR fails (open, read, write…). Suspected permission related problem. Under investigation.

· ORNL batch works properly.
· More problems from known or new bugs:
· PFTP: “ls” fails when result is large (directory content in the 10 thousand range). The output is incorrect (repeated entries and absent entries) and the client dumps core. FIX available in HPSS 6.2. The corrections necessary for the HPSS 5.1 version are extensive (!) therefore the developer has very limited interest in providing the fix! Until now only STAR observed the problem. The full impact is not completely understood! Two options at this moment:
· Use HSI for LARGE directory lookup.

· Narrow the search in LARGE directories (using wildcards or complete file specification) Depends on utilization!

· New issues:
· 6.2 Upgrade: Less complex than the 5.1 upgrade. Next opportunity in March – potential conflict with ATLAS data challenges. The following one in May-June. 

· Disk:

· STAR and PHOBOS upgrade of the DirectFlow 2.3.2 module done.
· ALL Panasas server instances are at 2.3.2 level.

· PHOBOS’ move to private network complete.
· Remaining issues and provisional schedule:
· Brahms relocation to private network – Next Wed

· STAR relocation (5/6 realms) to private network – Today

· STAR Panasas client upgrade to 2.3.2 – Today

· Phenix relocation to private network  -- coordinate with OS upgrade (mid-January)

· State after next week: except Phenix’ systems, all the client and server upgrades will be complete

· LDAP:

· No issues. System up and running.
· Linux:

· PHENIX production OK, according to Condor reports.

· Rack 3-1 (PHOBOS) power relocation complete.

· Flocking:

· Still on the 50 nodes testbed.

· Experience:
· PHENIX user ran successfully tens of jobs.

· Metrics not available, yet.
· Signals: postponed discussion.
· ISSUES:
· ATLAS jobs run as “nobody” on RHIC systems. Suspected Condor configuration problem. Under investigation.

· General pool with finite grace period – will be configured on the same 50 system testbed after the process ownership issue above is clarified.
· STAR CRS: Configuration changes for running NOVA will be done.

· CRS:

· No issues. Low usage.
· LSF & Condor:

· Condor ATLAS startup daemon crash traced to config problem – Resolved.
· Network:

· BRAHMS network problems persist: probably a trunk is improperly balanced creating bottlenecks.
· Frank is supposed to work on this.

· Monitoring of internal trunks is (known) insufficient.

· MAYBE we should recable the file servers to avoid utilizing the trunks, as much as possible.

29 December 2005:

Issues from last week:

· HPSS:

· Data routing – gateway state?

· HTAR failure?

· PFTP large directory problem? Scope of the damage – experiments, systems? Solutions?

· Upgrade to 6.2 schedule?

· New issues?

· Disk:

· Brahms relocation to private network?

· STAR relocation (5/6 realms) to private network?

· STAR Panasas client upgrade to 2.3.2 ?

· Phenix relocation to private network  -- still in mid-Jan?

· Panasas upgrade complete (less Px)?

· Network relocation complete?

· New issues?

· LDAP:

· Issues?

· Linux:

· Production OK?
· Flocking:

· ATLAS/RCF process ownership issue?

· Experience?
· Metrics?
· Signals?

· Finite grace period pool setup?
· Issues?

· STAR CRS: NOVA related configuration changes?
· CRS:

· Issues?
· LSF & Condor:

· Issues?
· Network:

· BRAHMS network problems?

· File servers recabling?

· AOB?

PAGE  
3

